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Abstract. This demo paper demonstrates the idea of publishing and
watching videos on the Semantic Web. An in-use application, WarMem-
oirSampo, is presented that enables scene segments in videos to be
searched by their semantic content. While watching a video, additional
contextual information is provided dynamically. The system is based on
a SPARQL endpoint whose knowledge graph has been extracted auto-
matically from timestamped natural language descriptions of the video
contents.

1 Introduction and Related Work

More and more content on the Web is published as videos3. Often the videos
are long and may contain heterogenous scene segments, such as news in a longer
broadcast or scenes of different topics in a film or an interview. Traditional
search for whole videos is then not enough but tools for searching and accessing
particular scene segments inside the videos are needed.

This paper presents an in-use semantic portal for annotating and searching
scenes inside videos. When viewing a video, the annotations can be used for
contextualizing the scenes with additional linked data for enriched watching
experience. As a case study, a collection of interviews of the Second World War
(WW2) veterans is considered. Here timestamped textual descriptions of the
videos were available written by the interviewer. Our challenge was to create a
knowledge graph of the videos based on their textual descriptions, and on top
of it a portal for searching, exploring, and viewing the videos.

Related Work The research area of video indexing is surveyed in [1]. In-
dexing can be done by analyzing the frames and/or audio of the recording to
find, e.g., the spots where goals are made in a football match. Another option
is to use the textual subtitles (dialogues, commentaries) of the video. In some
cases, e.g., in historical film archives, manually curated textual descriptions or

3 E.g., https://youtube.com/, https://tiktok.com/, https://vimeo.com/, etc.
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commentaries of the videos may be available for preserving cultural heritage—
they can be used for annotations and indexing, too, as in our case study. Various
methods and tools are available for extracting linked data from texts [6]. Pro-
viding contextual information and ads while watching videos has been suggested
already in the 80’s in systems, such as Hypersoap4. Works on enriching video
watching experience using linked data-based recommendations include, e.g., [7].

2 WarMemoirSampo System: Data Service and Portal

Fig. 1. Publication pipeline from source data to the semantic video viewing portal

Publishing Model The publication pipeline of the WarMemoirSampo
system is illustrated in Fig. 1. The original data on the left are 1) a set of in-
terview videos and 2) timestamped notes made by the interviewer about the
contents of the videos, transformed into spreadsheets with timestamps and cor-
responding texts. The videos were published on YouTube and its IFrame player5

is used. The spreadsheets were transformed into a knowledge graph (KG) of
323 000 triples. Its data model contains the core class for an interview whose
instances refer to sets of timestamped scene instances. The scenes are annotated
with instances of named entities, based on their mentions in the texts describing
the scenes, and topical keywords linked to an ontology. The entities were linked
to resources in the WarSampo KG [4], an extensive data infrastructure for the

4 www.media.mit.edu/hypersoap/
5 https://developers.google.com/youtube/iframe api reference
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Finnish WW2, and Wikidata/Wikipedia for further information. The semantic
scene annotation and indexing process using natural language processing tools
is presented in [5].

Fig. 2. Faceted search for scenes inside videos.

Semantic Portal Based on the Sampo model [2] and Sampo-UI framework
[3], the landing page of WarMemoirSampo portal provides three application
perspectives to the KG with faceted semantic search: 1) Interviews perspective
is used for searching whole videos based on their nine key properties: Intervie-
wee, Interview notes, Gender, and mentioned Place, Person, Military unit, Or-
ganization, Event, Other entity, and Topic. There is also a facet for traditional
text-based search. 2) Scenes perspective is used for searching video scenes using
the same facets. 3) Directory perspective contains all ca. 3000 entities mentioned
in the texts with direct links to scenes where the entities were mentioned.

Fig. 2 depicts the Scenes perspective, where the user has selected “Carl Gus-
tav Emil Mannerheim” on the facet Person: the 40 scenes mentioning this mar-
shal are shown on the right with metadata links for further information. By
clicking on a video, its is opened for dynamic viewing as depicted in Fig. 3.
Links to additional information are provided on the fly. Selecting the tab Map
on top shows the places mentioned on a map; Fig. 4 shows all 4566 of them.
Clicking a marker on the map opens a popup with links to all related scenes.
Finally, the tab Word cloud summarizes the topics of the video interview.

Technology The data model of the underlying knowledge graph contains
classes for videos and their scenes annotated by entities extracted from their
natural language descriptions, including people, places, military units, organi-
zations, and events. In addition, metadata about the videos, such as the names
of the interviewee and interviewer and the date of interview, were available.
The facets ontologies for entities were created bottom-up based on the entities
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Fig. 3. Video viewing page with a dynamic table of contents for contextual linked data.

found in the texts and the data was indexed accordingly. In addition, entities
were linked to the knowledge graph of WarSampo and Wikidata/Wikipedia for
contextual information. The process is explained in more detail in [5]. The state-
of-the-art NER/NEL tools used were able to find entities from textual data and
categorize them with high enough recall and precision to be useful for building
facet ontologies, without involving considerable manual domain ontology engi-
neering. Finally, the knowledge graph was published on the Linked Data Finland
platform LDF.fi with a SPARQL endpoint6 for application development.

3 Summary of Contributions

The novelty of the presented WarMemoirSampo system lays in the consoli-
dated publication model of Fig. 1 for publishing, enriching, searching, and watch-
ing video segments in a linked data context, based on the Sampo model [2],
Sampo-UI framework [3], and using natural language knowledge extraction [5].

The underlying data of the in-use portal7 is available on the Linked Data
Finland Platform LDF.fi as an open SPARQL endpoint, and the portal code on
GitHub8, for the community to study, apply, and develop the model further.
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6 https://ldf.fi/warmemoirsampo/sparql
7 The portal can be used at: https://sotamuistot.arkisto.fi.
8 https://github.com/SemanticComputing/veterans-web-app
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