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Abstract. Humans constantly create narratives to provide explanations
for how and why something happens. Designing systems able to build
such narratives would therefore contribute to building more human-
centric systems, and to support uses like decision-making processes. Here,
a narrative is seen as a sequence of events. My thesis investigates how a
narrative can be built computationally. Four research questions are iden-
tified: representation, construction, link prediction and evaluation. A case
study on the French Revolution, based upon Wikidata and Wikipedia is
presented. This prototype helps identifying the first challenges such as
dynamic representation and evaluation of a narrative.
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1 Introduction

Telling stories and creating narratives is suggested to be part of what makes
us human [9,23]. Indeed, such narratives encompass key capabilities like making
sense of experiences and providing explanations for a series of events [9]. These
capabilities come natural for humans, who can identify participants and make
connections between them. Furthermore, narratives are part of the understand-
ing process of an experience [63]. Building systems able to represent and generate
narratives would thus contribute to having more human-centric systems. Indeed,
such systems would emulate better human processes such as creating narratives.

Studying narratives has gained growing interest in the latest years, and this
also applies to the computer science domain. The Computational Models for
Narratives Workshop Series (2009-2016, [39]) first attempted to better define
narratives, and to better highlight their importance. The aim of the Text2Story
Workshop (2018-2021, [11]) series focused on extracting narrative structures from
text input. Recently, [12] explores how to leverage streams of news data to extract
events and narrative structures. It provides an overview of the state-of-the-art in
event extraction, temporal and causal relations, as well as storyline extraction.

Despite the existing research on narratives, no consensus was reached on how
to represent and construct them. To make their construction more manageable,
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the literature has proposed breaking it down into smaller tasks. One simplifica-
tion is to distinguish between the fabula, i.e. the story as it happened, and the
narration, i.e. one expression of the fabula [38]. Take the example of a politi-
cian X giving a speech. If you are biased in favor of X, you might say that the
speech was admirable, whereas if you are biased against X, you might say that
the speech was political rhetoric. These two versions would be considered two
different narrations of the same initial fabula: X gave a speech.

The dual process theory in cognition [18,19,20,56] states that a thought is
the result of two processes. The first one searches relevant cues among a massive
memory, and the second one analyses and reasons about these clues. One pos-
sible direction for implementing systems able to reproduce these two processes
is to use knowledge graphs. Processes like vector space similarity, knowledge
graph retrieval or graph search can be seen as the former first process Likewise,
reasoning and building a narrative based on these facts can be mapped to the
second process.

My Ph.D. will use the model of a narrative as a sequence of events. Methods
and approaches described in [12] also address this event-sequence type of story.
The model has one perspective, hence one narration per fabula. Describing a
narrative therefore boils down to identifying, describing and linking events. Cat-
egories for such representation include people, objects and locations. The aim
of my Ph.D. is to leverage knowledge graphs to automatically build structured
representations of narratives. System-wise, that consists in building a system
that takes a graph as input and outputs a narrative graph.

Motivations for creating narratives in the form of knowledge graphs are nu-
merous. On the representation side, knowledge graphs permit to unify data
sources and enable reasoning capabilities. On the application side, they allow
for semantic navigational search and reasoning on hierarchical levels. [34] fur-
thermore argues that knowledge graphs can bring artificial intelligence to the
right level of semantics and interpretability.

Lastly, narrative graph structures have multiple usages. They can first sup-
port navigation across events. In digital humanities for instance, users would first
explore the collections by looking at entities and their collections, thus creating
a narrative chain of events. [7]. Second, they can help in decision-making or hy-
potheses generation by extracting explanations, predicting events or completing
a graph. Such representations have been used in domains like the biomedical do-
main, where a graph representation of patients’ medical events is used to detect
patients with venous thromboembolism [3] or maritime transportation [15].

2 Related Work

Narratives are being more and more researched, yet there is no established bench-
marks on structured narratives. This section provides an overview of tasks and
techniques that are relevant for narratives, even if the term “narrative” is not
necessarily used. It first discusses Natural Language Processing (NLP) tasks with
a focus on understanding. It then introduces graph-related tasks to help us build
the narrative: graph structure and embeddings, graph search and commonsense
knowledge graphs. It finally presents tasks that explicitly mention narratives.
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Natural Language Processing tasks. Machine Reading Comprehension (MRC)
includes tasks that aim to assess better human-like understanding. Despite re-
cent successes on benchmarks like SQuAD 1.1 [47], there is still a gap between
MRC models and human-like comprehension. [67] surveys the tasks, metrics
and datasets related to this MRC research field to address these issues. It clas-
sifies the tasks according to four attributes: type of corpus, type of questions,
type of answers and source of answers. Since MRC is an NLP task, most of the
datasets and outputs are textual, hence not using structured representations.
However, some of the datasets explicitly use the word “narrative” or “story”,
like the ROCStories [41], or have inputs that could be considered narratives,
like TellMeWhy [33]. Examples of tasks include next event prediction [41], story
completion [40,26,35,68] and missing element prediction [41]. There is also work
on combining language models and knowledge graphs for story generation [66].
More recently, [17] argued that MRC tasks assessed more (text, question) pair
comprehension than text comprehension, and proposed text-based Noun Phrase
enrichment, to recover all relations between Noun Phrases through prepositions.

Graph-related tasks. Other relevant research includes more graph-related tasks.
Even if most of the research does not use the term “narrative” explicitly, it can
help building components of the system.

One first area of research is graph representation, as either the graph struc-
ture itself or as graph embeddings. More recent research on knowledge graphs
emphasises the need to have more event-centric structures to facilitate the anal-
ysis of sequence of events. A few event-centric knowledge graphs were built from
existing generic knowledge graphs [21], whereas others were built from text in
a domain like the news [49] or a novel [31]. Such structures also acknowledge
the fundamental need to integrate the temporal dimension of events, and tem-
poral and dynamic knowledge are currently being more investigated. Some work
focuses on encoding the time component [10,50], whereas others investigate dy-
namic structures or embeddings [10,14,37,51,59,64]. A few also use a temporal
representation to improve tasks like question-answering [29,36], knowledge graph
completion [22,30,65], or link prediction [46,69]. Furthermore, datasets specifi-
cally targeted towards temporal question answering have also been released [28].

As mentioned in Section 1, the first process in the dual theory in cognition is
to search relevant cues among a massive memory. To implement this process with
a knowledge graph, techniques like entity linking or subgraph extraction can be
used. Indeed, such techniques involve extracting relevant elements for a specific
query. On one hand, current work in entity linking include entity-oriented search
[16,43], relation discovery [27,60,61] and linking text pages to graph nodes [54].
On the other hand, subgraph extraction aims to select parts of a knowledge that
are most coherent to reason about a specific query [24,58].

Section 1 also mentions a second process whose aim is to reason about col-
lected relevant cues. There has been recent significant effort to build more spe-
cific, commonsense knowledge graphs. Such efforts comprise areas like generic
commonsense [8,52], actions [31,42], social interactions [53] or psychology [55].
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Finally, some work focuses on how to formally represent narratives and to
extract them from inputs like texts or knowledge bases. For text, [4] inspects
evolving stories in news articles, [13] proposes a benchmark for extracting tem-
poral and causal relations from text, and [31] proposes a graph-based reasoning
challenge to find the criminal in a Sherlock Holmes novel. [5] surveys methods
to extract processes from text in business process management and emphasises
process elements identified and evaluations performed. [32] lastly uses structured
narrative representations and grounds them to knowledge repositories.

3 Problem Statement

The main novelty of my work will be to use knowledge graphs to build narratives
in the form of structured graphs. Each one of the research questions below will
contribute to building narrative structures from knowledge graphs.

1. RQ-I: Representation of the Narrative. Which representation to use
for a narrative and for an event? Is there a representation that generalises
well over different types of narratives?

2. RQ-II: Construction of the Narrative. How to gradually shift from
a manual data exploration to a more automated one? How to best select
relevant entities for a narrative, and extract the most meaningful subgraph
from an input knowledge graph? How to convert this extracted subgraph
into a narrative graph whose ontology is more suited for narratives?

3. RQ-III: Link Prediction for Narrative Building. Two types of links
are meaningful for building a narrative. The first type of links complete the
current representation, and the second ones connect past and next events.
Therefore, how to predict meaningful links between events? When should
two nodes be linked, and provided with which explanation? What types of
links should be generated, and when should an entity be added to the graph?
The main challenges will be to find adequate benchmarks and to handle the
dynamic and temporal aspects of the narrative representation.

4. RQ-IV: Evaluation of the Narrative. Which metrics should be used to
assess the quality of the constructed narrative?

Advancing in one of these research questions will permit to enhance the final
system. This is particularly true for the construction of the narrative (RQ-II)
and the hypothesis generation for a narrative (RQ-III), since both are comple-
mentary. Indeed, constructing a better narrative enables better hypotheses, and
hypothesis generation enriches the final narrative.

4 Research Methodology and Approach

A first start is to use an intuitive representation for a narrative (RQ-I). [12]
makes the distinction between two levels of analysis. The first one focuses on
the event level (representation of each events separately) whereas the second
one focuses on the narrative level (linking events). The Simple Event Model [62]
can be the basis for describing the first level: it has four core classes describing
the what, who, where and when parts of an event. [12] identifies temporal and
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causal links as crucial to describe event-event links, which will be the basis for
the second level. Consequently, this representation can be seen as a modified
version of the Five Ws: who, what, when, where, and why.

RQ-I still remains a complex challenge. Some of those elements might be
missing, incomplete or even contradictory depending on the sources. Thinking
how to fill those Five Ws: the who part could be objects, animals or humans,
the where part a location or a historical entity, the when part a date but also a
historical entity, and the why part would be a link between two different events.
Each W is hereafter depicted as a narrative dimension. RQ-I should also handle
the dynamic and temporal aspect of a narrative. The aim of RQ-I will therefore
be to think about how to represent a narrative, and to see if it is possible to find
a common representation, or if there is a need for more specificity.

I will illustrate this with the example of a coup d’état. A coup is the seizure
and deposition of a government and its powers. It is considered successful if
the power is held for at least seven days [44]. For an event e1 that is a coup,
representing it in a graph would be identifying the participant p1, the timestamp
t1, the location l1 and the cause e0, encoded as follows: hasParticipant(e1, p1),
hasT imestamp(e1, t1), hasLocation(e1, l1), hasCause(e1, e0). Furthermore, if e1
is successful, there is change of government, hence the representation is different
before and after t1. If e1 happened in country c1, encoded information could for
instance be hasGovernment(c1, govold, t

−
1 ) and hasGovernment(c1, govnew, t

+
1 ).

Two main components were identified for the construction of the narrative
(RQ-II): collecting elements, and building the narrative graph. The first compo-
nent consists in collecting relevant elements for a given narrative, e.g. all events.
One technique would be finding good techniques to optimally search this graph.
The second component consists in adapting the structure and completing the
graph. For instance in the aforementioned coup e1 with participant p1, the in-
put knowledge graph can include commander(e1, p1), where the wanted output
is hasParticipant(e1, p1). In that case, the narrative graph construction model
should learn to map commander to hasParticipant.

As for hypothesis generation on narratives (RQ-III), [37] makes the distinc-
tion between offline inference (called interpolation, or graph completion) and
online inference (called extrapolation, or next event prediction). Two graph-
related techniques were identified: graph completion and event prediction. In a
narrative setting, the former would be completing and therefore enriching an
existing narrative (i.e. adding nodes and edges), while the latter would be next
event prediction. One hypothesis generation could be to generalise a successful
coup: outcome(e1, success) ← ends(e1, govold), starts(e1, govnew). A successful
coup causes the ending of a government and the beginning of a new one.

Different hierarchies of narratives can also be defined, related to RQ-I, RQ-II
and RQ-III. At least a distinction between generic and instantiated narratives
can be made. An instantiated narrative has only grounded variables, a more
generic narrative can also have variables. This is therefore related to graph pat-
terns that aim to identify common sub graphs in a graph [6]. Detecting patterns
in narrative graphs can thus contribute to building more generic narratives, and
can furthermore be used for next event prediction or graph completion.



6 I. Blin

5 Evaluation Plan

The evaluation part of the narrative was included as a whole separate question
(RQ-IV), since it is a non trivial question. Indeed, it might be complicated to
evaluate a narrative benchmark as a complete end-to-end task. Nevertheless, the
objective of RQ-IV will be to tackle certain components of building a narrative,
and evaluate them separately. RQ-IV will also attempt to define and formalise
metrics for narrative understanding.

Techniques to evaluate the narrative representation (RQ-I) include ontology
evaluation methods. [45] surveys methods evaluating an ontology according to
its quality and correctness and using criteria like accuracy, completeness, con-
ciseness, adaptability, clarity, computational efficiency or consistency.

As described in Section 4, the construction of the narrative (RQ-II) can
be decomposed into two steps: retrieving relevant content, then building the
narrative graph. If there is the ground truth of events for a given topic, metrics
like precision, recall and f1 can be used. Once the event-centric graph is built,
schema-correctness can also be a way to evaluate the coherence of the graph.

For link prediction to complete a graph representation (RQ-III), one way
to evaluate is to complete related challenges or benchmarks. In that case, the
evaluation will use the metrics defined by those tasks. For prediction tasks, met-
rics like Precision, Recall or F1-score are often used. For question-answering
tasks, metrics could be Mean Reciprocall Rank or hits@k. Another way of eval-
uating the narrative will be to define beforehand measures that can assess the
understanding of the narrative [57]. In that case, the aim will be to maximise
or minimise those dimensions of understanding to assess the narrative output.
Such dimensions could include compatibility and relevance.

6 Preliminary Results

This section describes an initial prototype for one historical narrative, the French
Revolution. Its aim was to explore Wikidata and Wikipedia to build a narrative
on the French Revolution. As a historic event, the events that are part of the
French Revolution are breaking points: there is a before and an after. Therefore,
studying this example ensures to have a series of events referenced in knowledge
bases. The case study mainly focuses on RQ-I, RQ-II, and RQ-III.

6.1 A modified Simple Event Model to represent the narrative

For the representation of the narrative (RQ-I), a modified version of the Simple
Event Model [62] was used. There are four core classes in this model: sem:Event
(what), sem:Actor (who), sem:Place (where), and sem:Time (when). The
constraints classes sem:Role, sem:Temporary and sem:View can respec-
tively add information on the role of an actor, a temporal constraint or on a
specific viewpoint. This model does not however permit to link different events,
nor gives relations between classes of the same type. Two types of links were
thus added. The first types of links are temporal or causal links between events.
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Allen’s relations [2] were used for temporal links. The wikidata: has ef-
fect predicate was used for causal links. The second types of links are links
between core classes of the same type. The predicate dbo:alongside was used
to denote relations across participants. An example is given in Appendix B.

There are several advantages to use the modified Simple Event Model [62].
First, it is possible to include different perspectives in this model. Indeed, the
sem:View class allows to add properties that only hold according to a certain
authority, hence allowing to compare different viewpoints. Second, regarding un-
certainty in the graph, it is possible in the model to add uncertainty on time in-
tervals. Third, the core predicates of this model allow to easily separate different
types of subgraphs, like temporal or causal subgraphs for instance. It therefore
permits to analyse the narrative under different angles. Lastly, the types classes
sem:EventType, sem:RoleType, sem:ActorType and sem:PlaceType
can help identify more generic narratives to identify narrative schemes rather
than instantiated narratives.

Some other aspects are however less straightforward with that model. Indeed,
the Simple Event Model described above resembles more the format of a timeline
with some causal links rather than a state-based representation. Therefore, the
model is less flexible to represent changes over time (either changes of nodes’
attributes and new nodes or edges that are added). With this model, tempo-
ral constraints would be the way to represent those changes, since they enable
properties that hold only during a certain time interval.

6.2 Gathering data from Wikidata and Wikipedia

Regarding RQ-I, the French Revolution narrative was defined as a set of events.
An event here is a node in Wikidata with a path to the French Revolution
node3. The paths were manually chosen based on a Wikidata exploration and
are described in Table 1. These paths enabled to collect 59 events, among which
53 unique collected events and 48 unique ones with a human-readable label.

Table 1: Graph paths used to retrieve events during the French Revolution. The path
(event, part of, French Revolution) reads as follows: there is a directed edge with the
label part of in the graph from the event node to the French Revolution node. wd is
the prefix for the namespace http://www.wikidata.org/wiki/.

# Human-readable path URI Path Number of events collected

1 (French Revolution, has significant event, event) (wd:Q6534, wd:Property:P793, ?e) 7

2 (event, part of, French Revolution) (?e, wd:Property:P361, wd:Q6534) 48

3 (event, is instance of, ,historical country) (?e, wd:Property:P31, wd:Q3024240) 4
& (event, has country, c) (?e, wd:Property:P17, wd:Q142)

The next step was to see how much information it was possible to gather for
each narrative dimension. Specifically, the main points of interest were partici-
pants, locations and dates, as well as temporal and causal links between events
– equivalent to the event-level and narrative-level links depicted by [12] and
mentioned in Section 4. Two main sources of data were used:
3 https://www.wikidata.org/wiki/Q6534

http://www.wikidata.org/wiki/
https://www.wikidata.org/wiki/Q6534


8 I. Blin

– The attributes of each node in Wikidata, i.e. outgoing predicates and edges.
– Wikipedia Infoboxes. An Infobox in Wikipedia is a table with textual prop-

erties and attributes that contains the most important information about the
current page. Most interestingly, the infoboxes contain URL links to other
Wikipedia pages, which can be linked again to Wikidata.

Relevant predicates in Wikidata and attributes in Infoboxes were manually
selected for narrative building. A predicate was considered relevant if it was
adding information on either a participant, the type of event, a timestamp, a
location or a cause. Details of predicates are available in Appendix A. Table 2
shows the number and percentage of events that contain at least one information
for each narrative dimension. Overall, we see that more information is retrieved
regarding places, times and temporal links between events, with Wikidata having
a bit more information than Wikipedia. On the other hand, Wikipedia contains
more information on participants and causal links between events. Out of the 48
events retrieved in Wikidata, only 26 of them had a corresponding Infobox in
Wikipedia, resulting in loss of information and lower numbers. Furthermore, the
temporal links between events are artificially boosted by the “part of” predicate
in Wikidata and the “partof” attribute in Wikipedia: 42 events are directly
linked to the “French Revolution” with predicate “part of”, whereas 12 events
are linked to the French Revolution Wikipedia page with attribute “partof”.
These do not add much information, since it was one of the path described in
Figure 1. Such pairs were removed for comparison, and it was found that 8 events
had a temporal link for both Wikidata and Wikipedia, 8 events a temporal link
for Wikidata only and 1 event a temporal link for Wikipedia only.

Table 2: Number and percentage of events that contain at least one information for
each type. WD stands for Wikidata and WP for Wikipedia. WD∩WP indicates events
that were retrieved both by WD and WP for a given type, WD\WP events that were
retrieved by WD only and WP\WD events that were retrieved by WP only.

Type WD∩WP WD\WP WP\WD Total Not retrieved

count perc. count perc. count perc. count perc. count perc.

who 5 10 0 0 15 31 20 42 28 58
when 25 52 17 35 0 0 42 87 6 13
where 17 35 19 40 4 8 40 83 8 17

causal link 1 2 0 0 12 25 13 27 35 73
temp. link 21 44 27 56 0 0 48 100 0 0

6.3 Building the narrative network

The final step was to construct a narrative graph from the content gathered and
described in Section 6.2 (RQ-II). Figure 1 presents the steps followed to build the
final output graph. As described in Section 6.2, events are first searched manually
through Wikidata, and relevant paths are chosen. Using those paths, all events
for the experiment are then collected, and enriched with infobox information
from Wikipedia. The data collected is then converted to triples that enrich the
final graph. This section describes more in details how the graph was built.



Building Narrative Structures from Knowledge Graphs 9

Fig. 1: Pipeline of the steps followed to build the final graph. Related research questions
are also added. Data was used from Wikidata and Wikipedia.

For the construction of the narrative (RQ-II), the objective was to convert the
original triples in Wikidata and the key-value pairs in Wikipedia to a format for
narratives. The rules for conversion were manually designed, with the following
strategy: for each event i) for each url link in the infobox, find the corresponding
Wikidata URI and add the triples to the output graph ii) convert the triples
(s, p, o), with s the URI of the event and p a relevant predicate, from Wikidata.

The graph for the event 13 Vendémiaire is displayed in Figure 2. One can
understand that 13 Vendémiaire was a coup d’état between Royalists and Repub-
licans, and that Paul Barras and Napoleon were Republicans. Some limitations
also appear in that representation. First, the output of this coup is missing: who
was at the origin of this coup, was it successful? Second, the node “First French
Republic” is overloaded with too many meanings, as it is both a place and an
actor. Semantically, it should probably be considered two different entities.

Fig. 2: Visual graph of the 13 Vendémiaire event. The role inst {k} nodes are encodings
for blank nodes in the graph. One can see that the event is a coup d’état with two
combatants: the First French Republic and Royalism. One therefore concludes that the
event was a conflict between royalists and republicans.

For hypothesis generation on the graph (RQ-III), the main reasoning step
was to manually define the rules defined above, however it does not add new
knowledge with regards to the data gathered. Simple reasoning steps could be
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to enrich the types of nodes added to the graph: for instance, if an event X is a
sub-event of another node Y unseen so far in the graph, then Y is also of type
event. To prepare for future reasoning, using labels that give us more information
about semantics could also help this process.

One improvement to the manual path selection would be to have the machine
learning how to collect such events automatically with a knowledge graph. A
graph search experiment is currently being worked on, where the aim is to find
good heuristics to explore a knowledge graph to retrieve events for a narrative.

7 Conclusions and Lessons Learnt

In this paper, I presented my Ph.D. work that aims to construct narrative net-
works based on knowledge graphs. It explained the research questions addressed
and provided a survey of the state-of-the-art of relevant research. The proto-
type described in Section 6 focused on using information from Wikidata and
Wikipedia to build a narrative network. The aim was to see how much infor-
mation was available to describe elements like participants, locations and cau-
sations, as well as to provide a first structured representation.

The prototype furthermore enabled to identify the first challenges for build-
ing narrative networks from knowledge graphs. First, there is the fundamental
question of the temporality and the dynamicity of the graph representation.
Furthermore, how to best represent temporal changes in the narrative network?
Second, there is the challenge of evaluating the narrative, and assess whether a
set of events is a good one to describe a narrative. How many links should be
added to the graph to consider the narrative complete, or correct? Third, there
is the scaling question, related to how many narratives one can build re using
the same process. For instance, using the same process as for the French Revolu-
tion, how easy or hard would that be for another revolution? Lastly, there is the
question of relevant input resources to use to build the narrative. Using generic
knowledge graphs [25] can be a starting point, but sometimes domain-specific
knowledge graphs [1,48] are more suited. In any case, it is important to remem-
ber that the final narrative structure will have be biased towards the content of
the input resources.

The next steps for my Ph.D. will be to refine over the initial prototype to
improve the narrative building process. Future work will especially be about
automating more the components for narrative building, like searching relevant
entities or completing the graph. Furthermore, the work presented on RQ-I and
RQ-II focused more on the representations of events than representations of
temporal relations. Future work will therefore also be on such temporal relations.
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A Predicates selected for each narrative dimension

Type of predicate Predicates label

who participant, organizer, founded by

where
country, location, coordinate location, located in the administrative
territorial entity, continent

when
point in time, start time, end time, inception, dissolved, abolished or
demolished date, publication date

temporal link be-
tween events

part of, followed by, replaces, replaced by, follows, time period

causal link be-
tween events

has effect

Fig. 3: Selected predicates for each of the narrative dimension in Wikidata.

Type of predicate Predicates label

who
Participants, appointer, combatant{k}, commander{k}, commanders,
deputy{k}, founder, house, leader{k}, legislature, organisers, p{k}, par-
ticipants, precursor

where Location, area, coordinates, location, place

when
Date, abolished, date, date end, date event, date pre, date start, de-
funct, disbanded, established, formation, founded date, life span, year

temporal link be-
tween events

era, event{k}, event end, event pre, event start, partof , preceded by,
succeeded by, succession

causal link be-
tween events

Result, cause, outcome, result, territory

Fig. 4: Selected predicates for each of the narrative dimension in Wikipedia.

B Example of one event construction
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(a) Wikidata page of 13 Vendémiaire (b) Wikipedia infobox of 13
Vendémiaire

Fig. 5: Wikidata and Wikipedia page content used to build an event represen-
tation for 13 Vendémiaire. Dashed lines indicates predicates or keys that were
used, and full lines values. For clarity in visualisation, not all predicates related
to the narrative dimensions were used, but only a subset of them.

https://www.wikidata.org/wiki/Q720498
https://www.wikidata.org/wiki/Q720498
https://www.wikidata.org/wiki/Q720498
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(a) Event representation using Wikidata useful predicates only.

(b) Event representation after both content from Wikidata and Wikipedia has been
added.

Fig. 6: Event representation at different steps: using Wikidata outgoing links of
the event (Figure 6a) and Wikipedia infoboxes (Figure 6b). On Figure 6b,
green edges on the right indicate edges and nodes that were newly added with
the Infobox. Refer to Figure from [62] for the original example.
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